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Release notes

Version | Release notes

V2.02 e added new dashboard "Users" which shows amount of users over time
(Elastic for Reactive and Tradional Screens

8.3.1) e changed time field to instant to improve accuracy of visualizations

e changed layout of "Failed Extension" and "Failed Timer" dashboard to
align with other dashboards

e translated fields from Dutch to English

e improved naming of visualizations

e added "OutSystems 11" to names of OutSystems dashboard
differenatiate them

e aligned number of digits after decimal point throughout the dashboards
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Preface

Cool Monitor consists of a number of components, such as Discover, the set of standard
dashboards, and, if desired, Application Performance Monitoring (APM) and Real User
Monitoring (RUM).

This document describes two of the components, Discover and the standard dashboards,
and explains their interface. Each explanation includes a screenshot with blue numbers for
the components of the screenshot. These numbers are explained in the explanation below.
The other components have separate documentation.

First, Discover is discussed, which is the way to navigate through the raw logs. Second, the
standard dashboards are discussed, such as Slow SQL, Users, and Errors.

Many of the dashboards are based on log categories as they come from OutSystems—
Integration, Extension, and Error. Others are subsets of logs—for example, SlowSQL is a
subset of the General log.
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Discover
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¥ 8oc @ extension_id | extension_nase OMLProcessor import_latency | instant Aug 9, 2024 § 8:25:16.191 instant_unix 1,723,191,912 location.nase std-sql-managed-pd! message_type Informatio.
t 8ot 7 () Aug 9. 2024 0 08:25:18.101  erinestamp Aug 9. © 05:26:97.473 eversion 1 action.name RegExpExists spplication key 46383642-9asa-426£-9758-31a786763c11 application.name Service Cnter customer_name Steds
© som n duration o duration_class Good environment_name Stedin Production error.id (espty) espac space_name ServiceCenter executed_by STO-591-706090
§ extension.id 1 sxtension.nise OWProcersor iapert lateacy ! inetant Auj 9, 2024 § 00135.16.101 Snetant.umix 1,773, 191,918 ocatioa.nsme s5d-sql-asnagedepa1 message.type Toforastio.
o clentip
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clent geo.ciy. n duration 0 duration._class Good environsent_nase Stedin Production error_id (espty) espace.id 1 espac erviceCenter executed_by STO-591-726000
¥ clent geo continent_code 0 extension.id 1 extension_nase OMLProcessor isport. latency 1 instant Aug 9, 2024 & 88:25:15.101 instant.unix 1,723,191,918 location.name std-sql-nanaged-pd1 message_type Inforsatio-
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B Add a field o 5 SR 3G 12345)>

“Discover” is the interface to navigate all the logs:
1. List of available fields.
2. Selecting a time range.
3. Entering a specific query for filtering (language = KQL).
4. Adding filters.
5. Selecting an index.
6. Bar chart showing the amount of logs through time.

7. Raw logs (the arrow opens the entire log).

Cool Monitor uses a standard index named “OutSystems”, this is the place where the
Outsystems logs go.




Dashboard overview

Dashboard Inhoud

Application Overview of all applications with number of failed timers, failed

Overview integrations, slow integrations, failed extensions, errors, and Slow
SQL notifications.

Timer Detailed information about timers — number of runs, number of
failed runs, and average duration.

Failed Timer Detailed information about failed timers.

Extension Detailed information about extensions — number of hits, number of

failed hits, and average duration.

Failed Extension

Detailed information about failed extensions.

Integration

Detailed information about integrations (APIs) — number of calls,
number of failed calls, and average duration.

Failed Integration

Detailed information about failed integrations.

Error

All error messages.

General

All general messages.

Web Request

Detailed information about actions on traditional sites — number of
actions and average duration.

Mobile Request

Detailed information about actions on reactive sites — number of
actions and average duration.

Slow SQL Detailed information about SlowSQL queries — number of hits and
average duration.
Users Number of unique users of traditional and reactive sites.
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Application Overview

@ last7days  C Refresh
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w
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Failed timers 1 Failed integrations 2 Slow integrations 3 Failed extensions 4 Other errors

. (»5sec)

Sum: 5,802 Sum: 2,768 Sume: 53,704 Sum: 69,771

Objective: Global overview of the state of the selected environment based on a number of
main categories.

About the selected time period:

Column 1: No. of failed timers (timer fails when the log has an error_id).

Column 2: No. of failed integrations (integration fails when the log has an error_id)
Column 3: No. of slow integrations (slow is >5 sec).

Column 4: No. of failed extensions (extension fails when the log has an error_id).
Column 5: No. of other errors.

Column 6: No. of Slow SQL logs (standard logging when SQL call >200 ms).

Row 1: Category name.

Row 2: No. of logs.

Row 3: No. of logs compared to last week in %. Positive is more, negative is fewer.
Row 4: No. of logs though time in a bar graph.

Row 5: No. of logs per application.

) #19-.
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application application |
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source IPs a
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sou

Unique users Percentage

Traditional — - Traditional |
I
Amount of 1% Amount of | | )
unique 1% unique ““-
users per users per ] |
application application H | | )
client IPs. N1 | r s
Based on unique Y1 \ 1
3 client 1Ps | | | . [
PENCNAE ' Ll [

Objective: Gaining insight into the number of users on the system.

This is divided into Reactive and Traditional applications. This data is based on the number
of unique host/client IPs.

About the selected time period:

Balloon 1: No. of unique users per Reactive Application.

Balloon 2: No. of unique users per Reactive Application over time.
Balloon 3: No. of unique users per Traditional Application.

Balloon 4: No. of unique users per Traditional Application over time.
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General

data using KQL syntax [~ Lest7days  © Relresh

@ Addpanel By AddfromBbrary % Controls
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Amount of Amoumorion © e Amount of
general logs general logs
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Sum: 2,613,522 " "
application
@imestamp per 3 bours
King Amount o loge P
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sLowsaL 23877 10% . ]
on kind <
Ser 1922 0r%
OsCache 8,084 0.2%
Comnpensatieton 3933 025
Sum: 2,513,522 Stimastama per 3 haurs

Objective: To gain insight into the quantity and type of general logs per application.
About the selected time period:

Balloon 1: No. of General logs per application and its share in the whole.

Balloon 2: Bar chart showing the number of general logs over time per application.

Balloon 3: Number of general logs per application per type (child) and what proportion of
the total this represents.

Balloon 4: Bar chart showing the number of general logs over time per type (child).
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il I‘u...n.-._._ll.ll., I.l_ _F |.I..
instantper 3 nours
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error errors over . 23 Recue i
3545 109% . N : 403 Foriode t
messages time with H i ] : . .
. 544 109% H .
with breakdown H 1 Ut d b boi. |
90 5.0% 3 a1 Untherized !
breakdown on error s - 1 » Unasie 1 x 1
s0. so% ] . - :
on message . L.,  Mmesage i o L S et e e 8 1
and kind b 1l o :
8 28% | | |
fest e = oMbl BEIS . B ..-IiIl.. I.I._ el
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won Provuction Error seareh _—r
Full error B comns 2| ¢ Sonfiess 1 @ =
messages
Flomser nteractionshctionnscanceSetByke ference 1 (HeContext heContext, String infaraareference, String inParamdefinition, Soole

Objective: To gain insight into the quantity and type of error logs per application.
About the selected time period:
Balloon 1: No. of error logs per application and its share in the whole.

Balloon 2: Bar chart showing the number of error logs over time per application. This can
indicate whether the number has increased or decreased after a deployment or update..

Balloon 3: Number of error logs per message and per type (child) and what proportion of
the total this represents.

Balloon 4: Bar chart showing the number of error logs over time per error message. This
can indicate that a particular error message has been added after a deployment or update..

Balloon 5: The complete stack trace of the error messages.
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Slow SQL

Slow SQL
queries
sorted from
high to low
impact

Average

duration -
over time §
per Slow 8
SQL query

Amount of
Slow SQL
logs over
time with
breakdown

appllca ion

mdemmmh

Objective: To gain insight into the slowest SQL over time and its impact. OutSystems only

logs SQL calls above a certain threshold (default 200 ms), which can be configured.

About the selected time period:

Balloon 1: Depending on your preferences, you can sort by the number of times the SQL
occurs, the average duration, or the impact. Impact is based on the number of calls and the
duration compared to the other calls. Here you can quickly see whether you need to

analyze an SQL more deeply or not.

Balloon 2: The graph shows whether an SQL call is stable over time, or whether it is

becoming slower or faster.

Balloon 3: Graph showing when the SQL calls take place. This can provide clues as to
whether it is after a deployment, a timer, or a special case.
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Mobile Request

B~ Last7days Refresh
i) Create visualization @ Add pans 3 Add from library % Conwrols
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requests
’ 0530sec 8.22%
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impact o o 0,025 s8¢ s21%
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SAP weob 0.025 sec 3.98%
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per action g ' logs over 3 [ f (]
~

. 1 i 3 ™ i ;
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Objective: Gain insight into the actions of Reactive screens over time and their impact.

About the selected time period:

Balloon 1: Depending on your preferences, you can sort by the number of times an action
occurs, the average duration, or the impact. Impact is based on the number of calls and the
duration compared to the other calls. Here you can quickly see whether you need to
analyze an action in more detail or not.

Balloon 2: In graph form, you can see whether a Reactive action is stable over time, or
perhaps becoming slower or faster..

Balloon 3: Graph showing when the actions take place. This can provide clues as to whether
the action has become faster or slower after a deployment or update.
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Web Request

a 8- L Refresn
P B Ag =
I Evironment Il Appic Comp: Tool, Center,UA @ ~ Il Scresn nam ~l Actie -
Web Application Espace Screen name Action name Amount Average duration Impact &
sorted from 119.436 sec a73x
highto low | Sevicecemer  SeniceComs 0.186 sec. 5.87%
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UpgradeNotices AutoRetresnUpgradeNat 255135 sa%
d
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3 Aoply. Runtime Moble N = [—
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N AV e I B revsed O Nl i )
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Objective: To gain insight into the actions of Traditional screens over time and their impact.

About the selected time period:

Balloon 1: Depending on your preferences, you can sort by the number of times a
Traditional action occurs, the average duration, or the impact. Impact is based on the
number of calls and the duration compared to the other calls. Here you can quickly see
whether you need to analyze an action in more detail or not.

Balloon 2: In graph form, you can see whether a traditional action is stable over time, or
perhaps becoming slower or faster.

Balloon 3: Graph showing when the actions take place. This can provide clues as to whether
the action has become faster or slower after a deployment or update.
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Extension

Service Center, UA, CompensatieTaot vl Acsonname  Any v

Aapplication Espace Extension name Action name Amount of hits: Failed hits average duration Reliability Impact &

Extensions
sorted from
0.115ec 100.0% 17.%
high to low
. 00236 100.0% 11.0%
impact
306,236 o 0.10 sec 100.0% B.A%
lutionPublishService_Publichh 57 ‘ 27684 sec 100.0% a2
883sec 100.0% 28%
02536 100.0% 23%
0.10sec 100.0% 15%
012sec 100.0% 1.2%
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Average : ® At Amount of

per
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with
breakdown
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on
application

duration 3 ® ActivabonCantpiesgAngPu extensions
over time i S 1 overtime z

Ml iiIiiiI“ii;ill"liidilii-:i"li-.Ii]ii,i.i:lli._iii

Instant por hours

Objective: To gain insight into the duration and reliability of Extensions over time and their
impact.

About the selected time period:

Balloon 1: Depending on your preferences, you can sort by the number of times the
Extension is called, the average duration, how often the Extension fails, reliability, or
impact. Impact is based on the number of calls and the duration compared to other calls.
Reliability is based on the number of Extension logs with and without a related error_id.
Here you can quickly see whether you need to analyze an Extension in more detail or not.

Balloon 2: The graph shows whether an extension is stable in terms of duration over time,
or whether it is becoming slower or faster.

Balloon 3: Graph showing when extension calls take place. This can provide clues as to
whether something has changed after a deployment, for example.
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Failed Extension

= @ Q Filter your data using KOL syntax M~ Last7 days © Refresh

PET Tl © Asdpanel  Ey Addfromiibary | % Conuols

Amount of Amount of
failed failed
extentions extentions ] J
over time ’E
i
H
|| A | | B
Sum: 209
Instant por 3 hours
Extension Extension
error - error
messages ; messages H
. ]
over time
34
0 H)
I
7 -
Sum: 298 o instant per 3 hours.
=G
Full error 5 E B9 = =~
messages

Objective: To provide insight into the failed Extension and obtain detailed information
about it in order to potentially take action.

About the selected time period:

Balloon 1: Number of failed extensions, including information about which application and
espace they come from.

Balloon 2: Number of failed extensions over time.
Balloon 3: The error message why the Extension has failed.

Balloon 4: The error message why the Extension has failed over time.
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Pl @ Addponel P9 Addfromlibrary % Controls

Environment ¥ v |l Team || Application  CompensatieTool, UA, Service Center g Timer name
Timers Esp. Timer runs Bad timer runs. Average duration Refiabiity impact &
sorted from
high to low 1.06 sec 22.2% 15.26%
. t 1.06 58 oox Bs2%
impact
0.13 s6¢ 100.0% 70"
.00 100.0% 28
0.00 100.0% 243%
.03 sec 100.0% 1.25%
0.0z 100.0% 1.92%
Ti 0.00 100.0% 0.8
Sum: 16,331 Sumi 14
Average . t Amount of . -
duration s . 2o :  timer logs i .
. i | » Unusedte o N £
over time H R over time ]
per timer H | £91.ian with H
H . ;  breakdown @
v / | ,~ @ ConnectionndchmenigyT
ST e 1y I
. SIS/ AP ol B s e bl D i
o application
nstant per 3hours instant per 3 nours

Objective: To gain insight into the duration and reliability of timers over time and their
impact.

About the selected time period:

Balloon 1: Depending on your preferences, you can sort by the number of times the Timer
is called, the average duration, how often the Timer fails, the reliability, or the impact.
Impact is based on the number of calls and the duration compared to the other calls.
Reliability is based on the number of Timer logs with and without a related error_id. Here
you can quickly see whether you need to analyze a Timer in more detail or not.

Balloon 2: The graph shows whether a Timer is stable in terms of duration over time.

Balloon 3: Graph showing when the timers occur. This can provide clues as to whether it is
after a deployment, a timer, or a special case.
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Failed Timer

using KQL syntax @~ Last7days | O Refresh

@ acdpanel | B3 Addfom ibeary || % Conuols

|| Emviranment Ay v T any v W Aspikation  Any v
Application Espace “Timer name Amount of faied timars
Amount of s ik Amount of
I MeterstandenBevestiging Core MeterReadings.BL Timer_PranetPressQueue._Readi 3120 I
failed timers failed timers
Prik Process Data To Click Prik.f 1,452 .
per per kind e
o TREX Transformer Core TREX_Transformer Pl Timer_HandleTennetACKEvents a12 H
application 3
TREX Transformer Core TREX Transformer_Fafillyne  DisaggregationData_SaveDefini 16 H
TREX Transformer Core TREX Transformer_FaR_Sync  Timer_DeleteTempDisaggregatic & ;'
TREX Transformer Core TREX_Transformer Action 2 2
Piek Core Services Piek_GOPACSConfiguration_Syn GridSection_SyncToGopacs a5
Pigk Core Services Pigk_GOPACSConfiguration_Syn GrigFunction_SyncToGopacs as
Sum: 6,273 instant per 3 howrs
: Error messax Amount .
Timer error o Timer error
Timer Timer_Plane!PressQueve.Reading resched maximum num 784
messages messages
Timer Timer_PlanetPressQueue_ Reading error (inside action ‘Tim 780 .
over time .
Timer Timer_PlanetPressGuaue_Reading error (inside action 'Ti 773 H
et Timer_ PlanetPressuese, Reading error Tim 634 H
Timer HandleTennetAckEvs o f ret 411 ]
i
Timer ProcessOrderNumberOparationToClick rror (BB action 363 <
Timer ProcessOrderNumberOperationToClick erfor (inside action 63
Timer ProcessOrderNumberOperationToClick error (inside action 363
Sum: 6,273 instant per 3 hours
+ | integration Errr search = o
34,138 documents B comns 2 T Sonfieds 1 E %
Full error
nston @ 1 stack_trace
messages

Aug B, 2024 @ 11:34:46.139 Al
7

suffixed to the resourc tfier (spplication ID URI). Trace ID

2Structurst

Objective: To provide insight into the failed Timers and obtain detailed information about
them in order to potentially take action.

About the selected time period:

Balloon 1: No. of failed timers, including information about which application and espace
they come from.

Balloon 2: No. of failed timers over time.
Balloon 3: The error messages why the timers have failed.

Balloon 4: The error message why the timers have failed over time.




Integration

o ¥ =} et
ane B oa % C
Envirenment T o | | Appication  Service Center, UA, ASAP @ - I Aetmenea
s Application Espace Code function API method Calls Failed calis Average duration Rellability impact +
sorted from
) ] 11.48 sec 100.0% 853%
high to low
. 0 1390 sac 100.0% 8a7%
impact
7.78 3 3.64 50 100.0% 7.76%
105,852 o 0.18 sec 100.0% 5.64%
54,58 0.36 sec 100.0% 5.42%
215 30c 100.0% s5.16%
017 see 100.0% 497%
S04P (Expose 82,808 0 0185 100.0% a16%
Sum: 925,503 Sum: 76
Average % Aasaiftchos getmeteda Amount of @ Sanda s
duration . @ EventListerarAddioduleToA... § integration . - asa i
over time 3 o . . logs over g
with E] Euerticterar Expacepus time with 3
breakdown H foitien s 1 breakdown |
on AT e . ¥ ‘ on
© i FASEs S A SRR @ e . e Lol
integration : application

Objective: To gain insight into the duration and reliability of integrations over time and
their impact.

About the selected time period:

Balloon 1: Depending on your preferences, you can sort by the number of times the
Integration is called, the average duration, how often the Integration fails, the reliability,
or the impact. Impact is based on the number of calls and the duration compared to other
calls. Reliability is based on the number of Integration logs with and without a related
error_id. Here you can quickly see whether you need to analyze an Integration in more
detail or not.

Balloon 2: The graph shows whether an integration is stable in terms of duration over time.

Balloon 3: Graph showing when the Integrations take place. This can provide clues as to
whether it is after a deployment, an Integration, or a special case.
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Objective: To provide insight into failed integrations and obtain detailed information about
them in order to potentially take action.

About the selected time period:

Balloon 1: No. of failed integrations, including information about which application and
espace they come from.

Balloon 2: No. of failed integrations over time.
Balloon 3: The error messages why the integrations have failed.

Balloon 4: The error message why the integrations have failed over time.
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